






This is true for positive definite matrices and also for strictly diagonally

dominant matrices.

HOMEWORK 9:

Exercise Set 6.6: 13,14



Computational Cost

• The computational cost  of  LU factorization and Gaussian elimination

method is almost the same (              ). The LU factorization is efficient

for several linear systems with the same coefficient matrix.

• The inverse matrix method is not computationally efficient.

• The           or         factorization  for  positive definite  matrices, reduces

the computational cost rather than LU factorization method.

• The computational cost of         method is less than            method.

• The Crout factorization for tridiagonal matrices, reduces computational

cost rather than LU factorization method.



Iterative Techniques for Solving Linear Systems

Matrices with high percentage of zero entries (sparse matrices) are often 

solved using iterative methods.







is an initial approximation to x.







the below table:



The Jacobi method can be written as:

In the previous example,



Suppose that,




